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Learning Python Library
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Azt L§&
10:00 Registration

Introduction to Python
10:30-12:30 Name, Namespace, Strings,
Functions, List, Tuple, Dictionary

12:30-2:00 Lunch

File handling/ Class
2:00-3:30 Learning Python Library

(matplotlib, pandas)

Simple & Fun
3:30-5:00 Project(Wordcloud and collocation)
Online resources

Introduction to Python and Orange




Part 1
Introduction to Python &
Orange

10:30-11:20
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GUI vs. GLI

CLI vs GUI

Computer Interface definition and explanation




Guido van Rossum
HE 8t =M

ISiVEdEEICTC
1976 1957

EC Y P

. DARPA

Guido Van Rossum

)

Computer Programming for Everybody

Guido van Rossum &
@gvanrossum

Python's BDFL-emeritus, Distinguished Engineer at Microsoft, Computer History
Fellow. Opinions are my own. He/him.

=

®© San Francisco Bay Area & python.org/~guido/ [ 72 2: 200845 8
515222 F 1997 Z=¢
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Data types

class
dict

‘
Materials
Actions numb
strings lists tuples
- - =
- =
_— e

libraries

Real Ptnon

=X https://realpython.com/python-basics/
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=

pip3 install wordcloud

text = “Sungshin Sungshin Sungshin Sungshin University University”

str(ing) data type

import wordcloud

wc obj = wordcloud.WordCloud ()

instance class

WeZ——ic=cleE-clcciE EecGec i)

e EC e

attribute




Part 2
Installing orange

Orange is developed by Bioinformatics Lab at
University of Ljubljana, Slovenia.

Initial release: 10 October 1996; 26 years ago

11:20-11:30


http://www.biolab.si/
https://www.google.com/search?client=safari&rls=en&q=orange+software+initial+release&sa=X&ved=2ahUKEwjfm-LGhrT_AhU_plYBHX2-DpMQ6BMoAHoECE0QAg

Orange 2 X|

i) ANACONDA NAVIGATOR

A Home [ All applications ‘v] on [ base (root) ‘v] Channels
2 &
n Environments
* Learning DataSpell JupyterLab
353

DataSpellis an IDE for exploratory data
analysis and prototyping machine learning
models. It combines the interactivity of
Jupyter notebooks with the intelligent
Python and R coding assistance of PyCharm
in one user-friendlv environment.

an COmmunity

VS Code
& 1.782
ea ed code editor with support for
lopment operations like debugging,

o task running and version control.
%
28

Anac H

Notebooks

Cloud notebooks with
hundreds of packages
ready to code.

Orange 3

Component based data mining framework.
Data visualization and data analysis for
novice and expert. Interactive workflows
with a large toolbox.

Documentation

Anaconda Blog

¥y o 2

An extensible environment for interactive
and reproducible computing, based on the
Jupyter Notebook and Architecture.

Datalore

Kick-start your data science projects in
seconds in a pre-configured environment.
Enjoy coding assistance for Python, SQL, and
Rin Jupyter notebooks and benefit from no-
code automations. Use Datalore online for
free.

PyCharm Professional

Afull-fledged IDE by JetBrains for both
Scientific and Web Python development.
Supports HTML, JS, and SQL.

Jupyter
S’
Notebook

2652

Web-based, interactive computing notebook
environment. Edit and run human-readable
docs while describing the data analysis.

IBM Watson Studio Cloud

1BM Watson Studio Cloud provides you the
tools to analyze and visualize data, to cleanse
and shape data, to create and train machine
learning models. Prepare data and build
models, using open source data science tools
or visual modelina.

PyQt GUI that supports inline figures, proper
multiline editing with syntax highlighting,

OCl Data Science offers a machine learning

platform to build, train, manage, and deploy

your machine learning models on the cloud
with your favorite open-source tools

IPTy

Qt Console Spyder

A 540 A 541

Scientific PYthon Development
EnviRonment. Powerful Python IDE with
advanced editing, interactive testing,
debugging and introspection features

graphical calltips, and more.

& -]
ORACLE
Cloud Infrastructure
Oracle Data Science Service Glueviz
124

Multidimensional data visualization across
files. Explore relationships within and among
related datasets.

&

AMAIOJXT O}



SUNGSHIN UNIVERSITY

Orange 2 X|

O ©

Windows macOS
or
conda config --add channels conda-forge  pip install PyQt5 PyQtWebEngine
conda install pyqt pip install orange3

conda install orange3
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Orange Visual Programming

Untitled

@ Data

N

File

9 8

CoMES Datasets SQL Table

Welcome to Orange

Import

O B

1] #e

'y ©,

Data Table  Paint Data Data Info Rank
3
T! @/ I.'. B New Open Recent
=il
Edit Feature
Domain Calter Statistics SE BaE

s | Visuali 3 4
isualize u T O@O CTTl

°*L°| Model

* . . .
s | Evaluate Video Tutorials Get Started Examples Documentation

,’.:',.:' Unsupervised

v Show at startup Help us improve!

Select a widget to show its description.

See workflow examples, YouTube tutorials,

or open the welcome screen.

Orange Update Available

Current version: 3.32.0
Latest version: 3.35.0

Skip this Version

https://orange3.readthedocs.io/projects/orange-visual-programming/en/latest/index.html



Part 3
Visual Programming with
orange E '

11:30-12:00



SUNGSHIN UNIVERSITY

Workflow for a data analysis project

How domain expertise can help us during a data analysis project?

Project Objective Data Preprocessing Model Training
What questions How they relate to our What are the rules of
should we ask? project objective? thumb for sanity checks?

How can we improve the

/{é} ET E-C//_-hft‘raining?

N\ i e s A N\

.E|I g 4 0ooo
6 OO *"' + 0000
Data Collection Model Selection Results Interpretation
What variables do What would be the What results are more
we need? most appropriate useful or actionable?
model(s)?

Source: https://blog.ml.cmu.edu/2020/08/31/1-domain-knowledge/



Population —|

Inference

Producing Data

Estimate the Population Value witha
value from a sample. Judging from the
variability in sample results, how much error
do we expect? How confident are we in our
estimate?

Test a Claim about the Population
Value with a value from a sample. If the claim
is true, how much variability do we expect in
sample results? Is our sample result typical or

— L

See data in relation to
random samples from the
population

How much variability in
random samples from
this population?

.

Model variability with a Normal curve
(When does this work?)

https://www.coursesidekick.com/statistics/study-guides/wmopen-concepts-statistics/wim-linking-probability-to-statistical-infe

XgAoixtT ot

Statistical Inference vs. Modeline
Modeling

Train Model

Test Data

Clean, Prepare
& Manipulate Data

Probability



Classic Example: iris classification

https://archive.ics.uci.edu/ml/datasets/Iris

Measurement (in cm)

petal sepal petal sepal petal sepal
zhie]! Jod}FX|
IT > N i |

https://www.analyticsvidhya.com/blog/2022/06/iris-flowers-classification-using-machine-learning/



Orange: Building workflow by connecting widgets*

e | ot
i N P Data Table outputs
\ selected data. Since

Scatter Plot

AN

Scatter Plot (1)

Data Table

no data is selected,
the connection is
empty (dashed).
Scatter Plot is empty.

Scatter Plot show a plot.
The connection is full, as
the File widget is sending
data directly to the widget.
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How to build in Orange



Loading data using File widget

Source

* File: iris.tab v Reload
URL:

Info

Iris flower dataset
Classical dataset with 150 instances of Iris setosa, Iris virginica and Iris versicolor.

150 instance(s)

4 feature(s) (no missing values)

Classification; categorical class with 3 values (no missing values)
0 meta attribute(s)

Columns (Double click to edit)

Name Type Role Values
1 sepal... ®mnu... feature
2 sepal... mnu... feature
3 petal ... @ nu... feature
4 petal ... ® nu... feature
Reset

Browse documentation datasets

78 | B 150

% NGRS
SUNGSHIN UNIVERSITY

e Loading dataset we have to
use File Widget which is
available in Data Section.

 After clicking on File
Widget, it will automatically
appear on Canvas then you
have to double click on that
widget.
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Selection subset of the data (1)

B

|2

o'_j:é Selected Data >

LR Data o? Data

i} 0@

ﬁ File Scatter Plot Data Table

d) <

)& | NON ) Scatter Plot

s 2.4 Q )
. 2.2

& 2t D)

A 1.8 L3 .)Q @O0
3 o

1.6 O

& g 1.4 ® ol -

- £12 ° (@)

= Yo @00 ®

a 0.8

: 06| @

© Iris-setosa
o 04 © Iris-versicolor .
02 0  \ris-virginica v Portable Network Graphics (*png)
1 2 3 a 5 6 7 Scalable Vector Graphics (*.svg)

petal length

Portable Document Format (*pdf)

7BBe |dB Portable Document Format (from Matplotlib) (*pdf)

[ , Python Code (with Matplotlib) (*py)

i
#V
Tv
™

4




]
o3 \ Data , / o
ixx D & & /-I\ \i
o) s
. %% m&"@@//
File % >f§}/ $- Scatter Plot
Data Table
<
[ NON ) Data Table

iris sepal length sepal width petal length
47 Iris-setosa 5.1 3.8 1.6
48 [Ifis-setosa ) 4.6 3.2 1.4
a9 Iris-setosa 5.3 3.7 15
50  Iris-setosa 5.0 3.3 1.4
51 Iris-versicolor 7.0 3.2 4.7
52 Iris-versicolor 6.4 3.2 4.5
53 Iris-versicolor 6.9 3.1 4.9
54 Iris-versicolor 5.5 2.3 4.0
55 Iris-versicolor 6.5 2.8 4.6
56 lIris-versicolor 5.7 2.8 45
57 Iris-versicolor 6.3 3.3 4.7
58 lIris-versicolor 4.9 2.4 3.3
59 Iris-versicolor 6.6 2.9 4.6

retal width

Selection subset of the data (2)

oO®
2.4 QO O
am OO
2.2 00 )
_@DC
2 ((%‘; ( )
WO O
1.8 - @O @O0 (
Q
1.6 )
1.4 O
1.2
1
3
5 O
A O Iris-setosa
© lIris-versicolor
2 N
) Iris=virginica
o® ¢
1 2 4 5 6
petal length
B & ":’] 150 E’

2B |0 B

JAloIRtT oL
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Can we create this workflow example?

File Edit View Widget Options Help

[ID Data Load data on Iris 59'(‘:0“?]" of the“t.'r ee

(iris.tab") from preloaded 1000 CIENGOS Hic
| visualize documentation datasets. rendering in the
—4+—

s

Model

/ scatter plot. \
Evaluate Data oo
O ) [l

Unsupervised ~ - o
\‘ )

@

Scatter Plot

File g
\ (-1

\\( Ir )’\ %,

\

2
Classification Tree G

”
\< ) V" /

. . ~ ~ Ky

/ Classification Tree N \@\/ec{@!7

Double-click on this il 20y,

widget and select any T NS O3,

node in the tree. SN
This workflow works best if you have Tree The data selected in o ( é P
Viewer, Scatter Plot and Box Plot all open the tree viewer
at the same time. propagates to all the Box Plot

downstream widgets
in the workflow.

Source: https://medium.datadriveninvestor.com/2-data-science-data-preprocessing-using-scikit-learn-35e0cab65d13
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How to read the output of classification tree

Iris-setosa
33.3%, 50/150 Q

petal length "
.‘
<19 —

Iris-versicolor
50.0%, 50/100 O

petal width o

J—Y Te—

= 1.7 S T

Iris-virginica
97.8%, 45/46

>49

Iris-virginica
66.7%, 4/6 O

petal width e
L e Y

Iris-virginica Iris-versicolor
100%, 3/3 66.7%, 2/3




Data Visualization — Data Table

i
2
3
4
5
6
7
8
9

Data Table
sepal length
5.1

4.9
4.7
4.6
5.0
5.4
4.6
5.0
4.4
4.9
5.4
4.8
4.8
4.3
5.8
5.7
5.4
5.1
5.7
5:1
5.4
5.1
4.6
5.1
4.8
5.0
5.0
5.2

sepal width

3.0
3.2

3.6
3.9

34
29
31
3.7
3.4
3.0

4.0
4.4
3.9
3.5
3.8
3.8
3.4
3.7
3.6

3.4
3.0
3.4
3.5]

petal length
1.4

14
1.3

14
1.7

1.5
14
15
15
16
14

1.2
15
13
1.4
137
1.5
1.7
15
1.0

1.9
1.6
1.6
1.5

petal width

0.2
0.2

0.2
0.4

0.2
0.2
0.1
0.2
0.2
0.1

0.2
0.4
0.4
0.3
0.3
0.3
0.2
0.4
0.2

0.2
0.2
0.4
0.2

Info
150 instances (no missing data)
4 features
E ; Target with 3 values
No meta attributes
Variables
Data Table v S.how .varlable lébels (if present)
Visualize numeric values
v Color by instance classes
Selection
v Select full rows
Distributions Violin Plot
Selected Data - Data
Restore Original Order
. v matical
File Scatter Plot o0 [0 S [
Model < Tree
Tree Tree Viewer

Bar Plot

Rank

Linear Projection

D"clta o Feature
Visualization Enginnering

JAloIRtT oL




ata Visualization — Distribution

=

Data Table

"

Violin Plot

Selected Data - Data

Variable

Filter... 5
iris

sepal length

sepal width =

Distribution
Fitted distribution Normal <

Bin width ~—+————————-0.2
Smoothing ‘- 2
v Hide bars
Columns
Split by @iris 5
Stack columns
Show probabilities
Show cumulative distribution

v

288 |8150 B-|150| 39

v

Distributions
® rris-setosa (u=0.244, 0=0.106)
® rris-versicolor (y=1.326, 0=0.196)
Iris-virginica (1=2.026, 0=0.272)
30
S
020
(=
[}
=
o
£ .
VN
/ '\
10 / \
/ \
\
/ b
= S
ol
0

1
petal width

Model < Tree

i

Linear Projection

Rank

D_ata o Feature
Visualization Enginnering

Tree Viewer

AAIOIRL T O}
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=

Data Table

(™

?é" Distributions

Data Visualization — Scatter & Violin Plots

Selected Data - Data

°

Scatter Plot
Axes 4.4 °
Axis @sepal length
Axis @sepal width M 4.2 o
\ Find Informative Projections
Attributes &
Color: | ®iris 3.8 o ©
Shape: (Same shape)
Size:  (Same size) - 36
Label:  (No labels) 34
Label only selection and subset g
Symbol size: %32
Opacity: 4 ;5}
Jittering: ! 00
Jitter numeric values
2.8; o o

v Show color regions
v Show legend 26 o

Show gridlines
v Show all data on mouse hover 2.4

Show regression line

2.2 e o ©Iris-setosa

Zoom/Select i .‘ fii=gverslcolon

ol 2 (<} “Iris-virginica

- 44 46 48 5 52 54 56 58 6 62 64 66 68 7 72 74 76 7.8
v sepal length
2806|9150 |- | - 5149 | 150 | 2

/4
DX = @

\G
%

e1e0

Lil

Bar Plot

.‘., LA
43

Linear Projection

Data
Visualization

Rank

Feature
Enginnering

Model - Tree

Tree Viewer None

° Violin Plot
Variable 3

Filter... [

@ sepal length

[ sepalwidth & 4
Order by relevance to subgroups

Subgroups

Filter... 3

C iris -

Order by relevance to variable

sepal width

Display
v Box plot
Strip plot
Rug plot
Order subgroups
Orientation: ~ Horizontal « Vertical

N

Iris-setosa Iris-versicolor Iris-virginica
Density Estimation iris

9149 B-| 149

78D

the addition of a rotated kernel density plot on each side

AAIOIRL T O}
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AB

/ Data Table
‘//
/
s/ ¢
-y
Q/ :
| { th. & { (1
[ / \ 3
b / @" / o
f Distributions &/ Violin Plot
/ 4 /
/
/

° .
- -
\ Bl

Linear Projection

\
'\\ 4 .
e
~ L)
ol
.

o

Rank

Dpta o Feature
Visualization Enginnering

Selected Data - Data

Model - Tree

Data Visualization — Linear Projection

° Linear Projection

Features

Filter
petal length

M canal lanath

[ Suggest Features

« Circular Placement
Linear Discriminant Analysis
Principal Component Analysis
Attributes
Color: | @iris
Shape: @iris
Size: (Same size)
Label: (No labels)
B Zoom/Select
NIEIE
v

?Bew|9150]-B-[150 ]2

petal Ie>ngth

©Iris-setosa
*Iris-versicolor
“Iris-virginica

'{\‘% visualize the data up to 3D

Tree Viewer

https://orangedatamining.com/widget-catalog/visualize/linearprojection/

XgAoixtT ot
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Data Visualization

e

Data Table

/“‘

Distributions
/ _/

,/—{ "

&, Violin Plot
&/
&
& /
/ <
‘w{/’ Z vaa v Selected Data - Data
0
W %
' \\\\ \ 6{*
File \ N\ ScatterPlot  \ \%
\ \o \ <,
2 \ \%
9 >,
\ \ ) Model-un-ee
A 2 \&
\& N\
g \2 \< s }‘\‘(
% Lth 2 .
o
p
Tree
\\ Bar Plot %

N
Linear Projection
Rank
Data
Visualization

Feature

Enginnering

Which features are most important for
classification

v Gini Decrease
ANOVA

Select Attributes
~ None

All

© Manual

Best ranked: 5

1149 |- G- 4]-

mpetal width
msepal length
msepal width

0.628 0.315 0.249

#

Scoring Methods r
v Information Gain feeiallengin
v Information Gain Ratio

-~ G...0o Gini
1.083 0.542 0.421

1.065 0.534 0.411

0.355 0.180 0.151

AAIOIRL T O}



If you are interested in what
widgets are available,
click the blue circle above.

https://orangedatamining.com/widget-catalog/



https://orangedatamining.com/widget-catalog/

Part 4
Word Cloud

2:00-2:20
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https://www.researchgate.net/figure/mage-of-Abraham-Lincoln-as-a-matrix-of-pixel-values_figl 330902210
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Making Word Cloud using CLI

from wordcloud import WordCloud

text = "Sungshin Sungshin Sungshin Sungshin \

Sungshin Sungshin Sungshin Sungshin Sungshin Sungshin \
English English English English English Department"

wc = WordCloud () .generate (text)

print (dir (wc))

ifEeie Ticreo bl it B eiterci=r il
BaEE_Ereize ()

Pl Emkiow e

edce_veEr eie e

odbe sl

#plt.savefig(“wc sungshin.png”)

©

A AojxfT ot
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Data

Transform

1 K ,‘

Visualize
python File Edit View Widget Window Options Help Gy Model >

:::;5

Unsupervised

a Text Mining

T
-—
a—
—
Import Create The
Corbus Documents Corpus Guardian
NY Times Pubmed Twitter Wikipedia

CSV File

File frnoort Datasets SQL Table ag a_,é é a

011000111

Preprocess  Corpus to Bag of Document
l a a Text Network Words Embedding
Z ‘.1 100 B
1010 g

B
o

01
Data Table Paint Data Data Info Rank Similarity  Sentiment  Tweet Topic
Hashing Analysis Profiler Modelling
. I A N =
& A/ R e =
» " J l' ch =
=u LDAvis 39"’“5 SCore . \yord Cloud
iewer Documents
Edit Feature
g Color Frd Save Data tobea sose
Domain Statistics to be the _-
tobe or ey
Concordan... Document Word Duplicate
Transform Map Enrichment  Detection
Visualize a e:x i
: Extract  Annotated
Model Word List Keywords  Corpus Map Ontology
@ [
Evaluate a
semantic  gytistics
Viewer.

Unsupervised

Select a widget to show its description.

Text Mining See

or open the

Corpus is any collection of documents.



Workflow for Word Cloud

« Start by constructing a workflow that consists of a Corpus widget, a Word
Cloud widget and two Corpus Viewer widgets:

CorpuS { B

Corpus Viewer

e Corpus ( @

Word Cloud Corpus Viewer (1)



Preloaded dataset

 From “Browse documentation data sets...” choose Grimm-tales-
selected.tab, a data set containing Grimm’s selected tales.

BUIXFT o

SUNGSHIN UNIVERSITY

[ JON ) Corpus

* The particularity of i A S = browse | Reload
the Corpus widget is ¢ Scocemss
that it sets the text 1 :I::t?snt;:]:;rslpi):gbtab
feature(s) to apply w
text mining on. @ oo e

« “Used text features” TR
defines the content
(teXt)’ while other What is ATU Numerical?
columns contain Aarne ‘and Thompson were two
meta attributes (title, the mort basod daseestor sy of
abStraCt, etC.). folk tales. This system has been in place

since 1910 and is commonly used in

comparative folkloristics. The final U in

ATU stands for Uther, who was the last to
orepnesmaeea (| 0 ate the index in 2004.

2B |8 G



Info
Tokens: nfa
Types: nfa

JOVER L THRIFT-EDI THONS?-
2 . v \ e Matching documents: 44/44

Grimm’s

Matches: n/a

0 a

Search features
Corpus Viewer

Filter...
ATU Topic
Title
B Abstract
Corpus Content
a ATU Numerical
Word Cloud . ATU Type

Corpus Viewer (1)

FAI RY TA‘LES

)
a“&

Display features

Filter...

ATU Topic
Title

Abstract
Content

ATU Numerical
ATU Type

l? E] ‘-E[AA [ 1143]4a

https://en.wikipedia.org/wiki/Grimms%27 Fairy Tales

RegExp Filter:

1

2

3

R

@

=

@

>

3

3

$

8

N
N

N
S

»
®

»
&

»
>

N
N

N
S

N
@

w
S

«Q

A Tale About the Boy Who Went Forth to Learn ...

Brier Rose

Cat and Mouse in Partnership
Cinderella

Hansel and Gretel

Herr Korbes

Jorinda and Jorindel

Little Red Riding Hood
Mother Holle

Old Sultan

Pack of Scoundrels
Rapunzel

Rumpelstiltskin

Snow White

The Blue Light

The Bremen Town Musicians
The Crumbs on the Table
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Tales of Magic

A Tale About the Boy Who Went Forth to Learn What Fear Was
A simple boy who just wants to be frightened.

A certain father had two sons, the elder of who was smart and sensible, and could do everything, but the younger was stupid and could neither learn nor understand
anything, and when people saw him they said: ‘There’s a fellow who will give his father some trouble!” When anything had to be done, it was always the elder who was
forced to do it; but if his father bade him fetch anything when it was late, or in the night-time, and the way led through the churchyard, or any other dismal place, he
answered: ‘Oh no father, I'll not go there, it makes me shudder!’ for he was afraid. Or when stories were told by the fire at night which made the flesh creep, the
listeners sometimes said: ‘Oh, it makes us shudder!’ The younger sat in a corner and listened with the rest of them, and could not imagine what they could mean. ‘They
are always saying: “It makes me shudder, it makes me shudder!” It does not make me shudder,” thought he. ‘That, too, must be an art of which | understand nothing!"
Now it came to pass that his father said to him one day: ‘Hearken to me, you fellow in the corner there, you are growing tall and strong, and you too must learn
ssomething by which you can earn your bread. Look how your brother works, but you do not even earn your salt.”‘Well, father,’ he replied, ‘I am quite willing to learn
ssomething--indeed, if it could but be managed, | should like to learn how to shudder. | don’t understand that at all yet. "The elder brother smiled when he heard that,
and thought to himself: ‘Goodness, what a blockhead that brother of mine is! He will never be good for anything as long as he lives! He who wants to be a sickle must
bend himself betimes.” The father slghed and answered him: ‘You shall soon learn what it is to shudder, but you will not earn your bread by that.” Soon after this the
sexton came to the house on a visit, and the father bewailed his trouble, and told him how his younger son was so backward in every respect that he knew nothing and
learnt nothing. ‘Just think,” said he, ‘when | asked him how he was going to eam his bread, he actually wanted to learn to shudder.’ If that be all,’ replied the sexton, ‘he
can learn that with me. Send him to me, and | will soon polish him.” The father was glad to do it, for he thought: ‘It will train the boy a little.” The sexton therefore took
him into his house, and he had to ring the church bell. After a day or two, the sexton awoke him at midnight, and bade him arise and go up into the church tower and
ring the bell. “You shall soon learn what shuddering is,” thought he, and secretly went there before him; and when the boy was at the top of the tower and turned round,
and was just going to take hold of the bell rope, he saw a white figure standing on the stairs opposite the sounding hole. ‘Who is there?’ cried he, but the figure made
no reply, and did not move or stir. ‘Give an answer,’ cried the boy, ‘or take yourself off, you have no business here at night.” The sexton, however, remained standing
motionless that the boy might think he was a ghost. The boy cried a second time: ‘What do you want here?--speak if you are an honest fellow, or | will throw you down
the steps!’ The sexton thought: ‘He can’t mean to be as bad as his words,’ uttered no sound and stood as if he were made of stone. Then the boy called to him for the
third time, and as that was also to no purpose, he ran al};]alnst him and pushed the ghost down the stairs, so that it fell down the ten steps and remained lying there in a
corner. Thereupon he rang the bell, went home, and without saying a word went to bed, and fell asleep. The sexton’s wife waited a long time for her husband, but he
did not come back. At length she became uneasy, and wakened the boy, and asked: ‘Do you know where my husband is? He climbed up the tower before you did."
‘No, | don't know,’ replied the boy, ‘but someone was standing by the sounding hole on the other side of the steps, and as he would neither gave an answer nor go
away, | took him fora scoundrel, and threw him downstairs. Just go there and you will see if it was he. | should be sorry if it were.” The woman ran away and found her
husband, who was lying moaning in the corner, and had broken his leg. She carried him down, and then with loud screams she hastened to the boy’s father, “Your boy,”
cried she ‘has been the cause of a great misfortune! He has thrown my husband down the steps so that he broke his leg. Take the good-for-nothing fellow out of our
house.” The father was terrified, and ran thither and scolded the boy. ‘What wicked tricks are these?’ said he. The devil must have put them into your head.’ ‘Father,’
he replied, ‘do listen to me. | am qulle innocent. He was standing there by night like one intent on doing evil. | did not know who it was, and | entreated him three times
either to speak or to go away.’ ‘Ah,’ said the father, ‘| have no!hlng but unhappiness with you. Go out of my sight. | will see you no more. Yes father, right wnl\m?ly,
wait only until it is day. Then will | go forth and learn how to shudder, and then | shall, at any rate, understand one art which will support me.’ “Learn what you will
spoke the father, ‘it is all the same to me. Here are fifty talers for you. Take these and go into the wide world, and tell no one from whence you come, and who is your
father, for | have reason to be ashamed of you.’ ‘Yes, father, it shall be as you will. If you desire nothing more than that, | can easily keep it in mind.” When the day
dawned therefore, the boy put his fifty talers into his pocket ~and went forth on the great highway, and continually said to himself: ‘If | could but shudder! If | could but
shudder” Then a man who heard this cor which the youth was holding with himself, and when they had walked a little farther to where they could
see the gallows, the man said to him: ‘Look, there is the tree where seven men have married the ropemaker 's dau 3h|er and are now learning how to fly. Sit down
beneath it, and wait till night comes, and you will soon learn how to shudder.’ ‘If that is all that is wan!ed answered the youth, ‘it is easily done; but if | learn how to
shudder as fast as that, you shall have my fifty talers. Just come back to me early in the moming.’ Then the youth went to the gallows, sat down beneath it, and waited
till evening came. And as he was cold, he lighted himself a fire, but at midnight the wind blew so sharply that in spite of his fire, he could not get warm. And as the wind
knocked the hanged men against each other, and they moved backwards and forwards, he thought to himself: ‘If you shiver below by the fire, how those up above
must freeze and suffer!” And as he felt pity for them, he raised the ladder, and climbed up, unbound one of them after the other, and brought down all seven. Then he
stoked the fire, blew it, and set them all round it to warm themselves. But they sat there and did not stir, and the fire caught their clothes. So he said: ‘Take care, or | will
hang you up again.’ The dead men, however, did not hear, but were quite silent, and let their rags go on burning. At this he grew angry, and said: ‘If you will not take
care, | cannot help you, | will not be burnt with you,” and he hung them up again each in his turn. Then he sat down by his fire and fell asleep, and the next morning the
man came to him and wanted to have the fifty talers, and said: ‘Well do you know how to shudder?’ ‘No,” answered he, ‘how should | know? Those fellows up there did
not open their mouths, and were so s!upld that they let the few old rags which the, had on their bodies get burnt.” Then the man saw that he would not get the fi
talers that day, and went away saying: ‘Such a youth has never come my way before.’ The youth likewise went his way, and once more began to mutter to himself: ‘Ah,
if | could but shudder! Ah, if | could but shudder!’ A waggoner who was striding behind him heard this and asked: ‘Who are you?’ ‘Il don’t know,” answered the youth.
Then the waggoner asked: ‘From whence do you come?’ ‘I know not.” ‘Who is your father?’ ‘That | may not tell you.’ ‘What is it that you are always muttering between
your teeth?’ ‘Ah,” replied the youth, ‘I do so wish | could shudder, but no one can teach me how.” ‘Enough of your foolish chatter,” said the waggoner. ‘Come, go with
me, | will see about a place for you.’ The youth went with the waggoner, and in the evening they arrived at an inn where they wished to pass the night. Then at the
entrance of the parlour the youth again said quite loudly: ‘If | could but shudder! If | could but shudder!’ The host who heard this, laughed and said: If that is your
desire, there ought to be a good opportunity for you here.’ ‘Ah, be silent,’ sald the hostess, ‘so man prying persons have already lost their lives, it would be a pity and
a shame if such beautiful eyes as these should never see the dayllgh( again.’ But the youth said: ‘However difficult it may be, | will learn it. For this purpose indeed
have | journeyed forth.’ He let the host have no rest, until the latter told him, that not far from thence stood a haunted castle Where anyone could very easily learn what
shuddering was, if he would but watch in it for three’ nights. The king had promised that he who would venture should have his daughter to wife, and she was the most
beautiful maiden the sun shone on. Likewise in the castle lay great treasures, which were guarded by evil spirits, and these treasures would then be freed, and would
make a poor man rich enough. Already many men had gone into the castle, but as yet none had come out again. Then the youth went next morning to the king, and
said: ‘If it be allowed, | will willingly watch three nights in the haunted castle.’ The king looked at him, and as the youth pleased him, he said: ‘You may ask for three
things to take into the castle with you, but they must be things without life.’ Then he answered: “Then | ask for a fire, a turning |a1he and a cutting-board with the knife.”
The king had these things carried into the castle for him during the day. When night was drawmg near, the youth went up and made himself a bright fire in one of the
rooms, placed the cutting-board and knife beside it, and seated himself by the turning-lathe. ‘Ah, if | could but shudder!’ said he, ‘but | shall not learn it here either."
Towards midnight he was about to poke his fire, and as he was blowing it, something cried suddenly from one comer: ‘Au, miau! how cold we are!’ ‘You fools!’ cried he,
‘what are you crying about? If you are cold, come and take a seat by the fire and warm yourselves.” And when he had said that, two great black cats came with one
tremendous leap and sat down on each side of him, and looked savagely at him with their fiery eyes. After a short time, when they had warmed themselves, they said:
‘Camrade chall wa have a name af rarde?” ‘Why nAt?” ha ranliad ‘hilt itist chow me vniiF naws ’ Than thav stratrhad it thair rlaws ‘Oh ’ <aid ha ‘what Iana naile vort



https://en.wikipedia.org/wiki/Grimms%27_Fairy_Tales

Word Cloud via Orange
* Open Word Cloud.

« Word Cloud displays word frequencies, where the more frequent the word,

the larger the font.
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Text cleaning needed!

 This word cloud is a mess! We got a bunch of semantic junk in ‘
our visualization. Is there a way to clean this up?
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Part 5
Text Preprocessing

2:20-2:35
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Text Preprocessing

* In the Preprocess Text widget, we decided to transform all words to
lowercase, treat each word as a token (and omit punctuation), and to
remove the stopwords (such as “in”, “and”, and “the”).

 This preprocessing outputs the following tokens:

“This is a sample sentence.” — “sample”, “sentence”

» To see the results of preprocessing, we can display the most frequent
tokens in Word Cloud. Word Cloud enables us to identify redundant words
and irregularities.

https://orangedatamining.com/blog/2017/06/19/text-preprocessing/



We see the results of
our preprocessing in
the Word Cloud. Two
of the most frequent
words are “would”
and “could”. If we
decide these two
words are not
important for our
analysis, it would be
good to omit them.
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Custom filtering

» Load the list of custom stopwords in the right-hand dropdown of the
Filtering section.

K custom-stopwords.txt  UNREGISTERED A good plain text editor is Sublime,
e but you can easily work with Notepad
(or {22,

wou Ld
could
should

E Line 3, Column 7 Tab Size: 4 Plain Text



Other ways of filtering
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v Stopwords
Lexicon
Regexp
Document frequency

Most frequent tokens

English ¥ (none)

(none)

\-LEGTENZINCO NN+ TP TP T INT e N == NS T &[> < VNN

0.10 ~ 0.90

100 -

Detailed Guide to RegEx
Reg[AE]x % elbooks?)

— | gars@ H(@()st@s

? Vlz(Art)[Pandey] ,
2-20-9.-] -

<& N I nnt* |

=, >

R

SUNGSHIN UNIVERSITY

N
v

https://www.w3schools.com/python/python_regex.asp
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https://regexr.com/
https://www.w3schools.com/python/python_regex.asp

2:00-2:20

Part 6
CLI-based Word Cloud

TURN OFF THE GUI LUKE

.

USE THE COMMAND LINE
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Alice’s Adventures in Wonderland

from wordcloud import WordCloud

text = open(lalice.txt’) .read()
wc obj = WordCloud()
WC = WC Obj.generate (text)

import matplotlib.pyplot as plt

P _fEEare [0 N tlme Hatte
plt.imshow (wc) 50 (Dne

75

0t o o M thingnih bee: now

plt .Show ( ) EZ S a l dbrjphcm

plt.savefig(“wc alice.png”) 175 i Sa]iﬂjAljjze
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STOPWORDS in the wordcloud library

from wordcloud import WordCloud, STOPWORDS -
stopwords = set (STOPWORDS)

stopwords.add ("said")

wCc = WordCloud (stopwords=stopwords)

WC = wcCc.generate (text)

plt.figure(figsize=(12,12))

PE= Fmshiew e

pEE s o)

plt.show ()
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from PIL 1mport Image
import numpy as np
alice mask = np.array(Image.open(‘alice mask.png’))
plt.figure ()
plt.imshow (alice mask)
B e o)

array([[255, 255, 255, ..., 255, 255, 2551,
[255, 255, 255, ..., 255, 255, 255],
[255, 255, 255, ..., 255, 255, 255],

“uuy
[255, 255, 255, ..., 255, 255, 255],
[255, 255, 255, ..., 255, 255, 255],
[255, 255, 255, ..., 255, 255, 255]], dtype=uint8)
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Part 7
Loading your own
data

2:35-3:00
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iris.csv - T

epa
5.1,3.5
4.9,3,1.4,.2,"Setosa"
4.7,3.2,1.3,.2,"Setosa”

hd 4 i 4
Encoding  Unicode (UTF-8) <
Cell delimiter ~ Comma ¢ ‘tt .b t T
- Quote character " v
| L]
g ing: v il 8 v >
Number separators: Grouping: Decimal: . ° C. Contlnuous
.
. s s A 5 D
File: iris.csv <) [ Column tpe e D: Discrete
.
L]
. i : : ‘ : e T: Time
nto 1 sepal.length sepal.width petal.length petal.width variety -
5.1 3.5 1.4 2 Setosa [} S' S
150 rows, 5 features, 0 metas 49 3 ) ) Setosa J trlng
4.7 3.2 1.3 2 Setosa
4.6 3.1 1.5 2 Setosa
5 3.6 1.4 2 Setosa
5.4 3.9 1.7 4 Setosa
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5 3.4 1.5 2 Setosa
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Loading a csv file

For Loading the CSV
from the local device
we have to use CSV
Import Widget

a\"”
I.‘I;i///

CSV File Import

https://gist.githubusercontent.com/netj/8836201/raw/6f9306ad21398ea43cbadf7d537619d0e07d5ae3/iris.csv
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spe_1960_0715_kennedy
/Users/tyoon/Dropbox/0sungshin/KMOOC/etak2023/corpus/kennedy/spe_1960_0715_kennedy.txt

Governor Stevenson, Senator Johnson, Mr. Butler, Senator Symington, Senator Humphrey, Speaker Rayburn, Fellow
Democrats, | want to express my thanks to Governor Stevenson for his generous and heart-warming introduction.

It was my great honor to place his name in nomination at the 1956 Democratic National Convention, and | am
delighted to have his support and his counsel and his advice in the coming months ahead.

With a deep sense of duty and high resolve, | accept your nomination.

| accept it with a full and grateful heart?without reservation?and with only one obligation?the obligation to devote
every effort of body, mind and spirit to lead our party back to victory and our Nation back to greatness.

| am grateful too, that you have provided me with such an eloquent statement of our Party;s platform. Pledges which
are made so eloquently are made to be kept. j°The Rights of Man,j+?the civil and economic rights essential to the
human dignity of all men?are indeed our goal and our first principles. This is a platform on which | can run with
enthusiasm and conviction.

And | am grateful, finally, that | can rely in the coming months on so many others?on a distinguished running mate
who brings unity to our ticket and strength to our Platform, Lyndon Johnson?on one of the most articulate statesmen
of our time, Adlai Stevenson?on a great spokesman for our needs as a Nation and a people, Stuart Symington?and
on that fighting campaigner whose support | welcome, President Harry S. Truman?on my traveling companion in
Wisconsin and West Virginia, Senator Hubert Humphrey. On Paul Butler, our devoted and courageous Chairman.

| feel a lot safer now that they are on my side again. And | am proud of the contrast with our Republican competitors.
For their ranks are apparently so thin that not one challenger has come forth with both the competence and the
courage to make theirs an open convention.

| am fully aware of the fact that the Democratic Party, by nominating someone of my faith, has taken on what many
regard as a new and hazardous risk?new, at least since 1928. But I look at it this way: the Democratic Party has once
again placed its confidence in the American people, and in their ability to render a free, fair judgement?to uphold the
Constitution and my oath of office?and to reject any kind of religious pressure or obligation that might directly or
indirectly interfere with my conduct of the Presidency in the national interest. My record of fourteen years supporting
public education?supporting complete separation of church and state?and resisting pressure from any source on any
issue should be clear by now to everyone.

| hope that no American, considering the really critical issues facing this country, will waste his franchise by voting
either for me or against me solely on account of my religious affiliation. It is not relevant. | want to stress, what some
other political or religious leader may have said on this subject. It is not relevant what abuses may have existed in
other countries or in other times. It is not relevant what pressures, if any, might conceivably be brought to bear on me.
| am telling you now what you are entitled to know: that my decisions on any public policy will be my own?as an
American, a Democrat and a free man.

Under any circumstances, however, the victory that we seek in November will not be easy. We all know that in our
hearts. We recognize the power of the forces that will be aligned against us. We know they will invoke the name of
Abraham Lincoln on behalf of their candidate?despite the fact that the political career of their candidate has often
served to show charity toward none and malice toward for all.

We know that it will not be easy to campaign against a man who has spoken or voted on every known side of every
known issue. Mr. Nixon may feel it is his turn now, after the New Deal and the Fair Deal?but before he deals,
someone had better cut the cards.

That j°someonej+ may be the millions of Americans who voted for President Eisenhower but balk at his would-be,
self-appointed successor. For just as historians tell us that Richard | was not fit to fill the shoes of bold Henry l1?and
that Richard Cromwell was not fit to wear the mantle of his uncle?they might add in future years that Richard Nixon
did not measure to the footsteps of Dwight D. Eisenhower.

Perhaps he could carry on the party policies?the policies of Nixon, Benson, Dirksen and Goldwater. But this Nation
cannot afford such a luxury. Perhaps we could better afford a Coolidge following Harding. And perhaps we could
afford a Pierce following Fillmore.

But after Buchanan, this nation needed a Lincoln?after Taft, we needed a Wilson?after Hoover we needed Franklin
Roosevelt . . . . And after eight years of drugged and fitful sleep, this nation needs strong, creative Democratic
leadership in the White House.

But we are not merely running against Mr. Nixon. Our task is not merely one of itemizing Republican failures. Nor is
that wholly necessary. For the families forced from the farm will know how to vote without our telling them. The
unemployed miners and textile workers will know how to vote. The old people without medical care?the families
wri]thout a decent home?the parents of children without adequate food or schools?they all know that itj”s time for a
change.

%
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Part8
Concordance

3:00-3:10
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Visualizing corpus - Goncordance

* We have already seen some of the preprocessing results in a
word cloud.

» Word Cloud shows us word frequencies.
« But we still don’t know much about the use of a specific word in
a text.

* For example, ‘oh’ could be a lowercase version of OH (the
chemical compound of hydroxide), a simple exclamation ‘Oh!’
or an abbreviation for the state of Ohio.

* To check the context of a particular word we can use
Concordance widget.

« Concordance shows us the text around our word.



Concordance widget

* Connect Concordance to Corpus to pass the text to the widget.

Corpu3 { @

Corpus Viewer

tobea
to be the
to be or

Concordance

Cor, Pus

Corpus ( B

Word Cloud Corpus Viewer (1)



Info

Tokens: 73707
Types: 4206
Matching: 20/44

Number of words: 5

v

Concordance

\ 2

Query: think
1 learnt nothing . * Just think ,’ said he , '’
2 motionless that the boy might think he was a ghost.
3 very good to eat, think of me. | should
4 her mother , rejoicing to think that she should now go
5 slipped away , and | think she must have sprung into
6 answered , ' Do you think |am going to dirty
7 was very much frightened to think tomorrow would be his last
8 back, and they will think you have saved their child
9 me ; can you not think of something better ?'*
10 night .’ * We must think of something else ,’ said
1 keeping him and began to think of putting an end to
12 quiet , they began to think that they had been in
13 not what to say or think at such an odd thing
14 went away quite sorrowful to think that his wife should want
15 of that, and | think | should like to be
16 greater .’ ' I will think about that,’ said the
17 he did not stay to think about the matter, but
18 bread . Dummling did not think long, but went straight
19 could not for some time think of any work for her
20 hare . " | should think that you could better use
21 lane 2" " | ehauld  think en " eaid tha hara

2 B ‘—ﬂ44|- [ -129

To browse the word,
type it in the query
line at the top or
provide it with the

Word Cloud.
Here we have

selected the word
‘think’ and observed

the context in
Concordance.

R
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Part9
Bag of Words

3:10-3:30



Finding patterns in the text

* 'To find any patterns in our text, we need to convert documents into numeric
vectors is to count the words in each text.

 Bag of Words creates a table with words in columns and documents in rows.

an example another apple

“This is an example” 1 1 1 1 0 0
“Another example” 0 0 0 1 1 0
“This is another apple. 1 1 0 0 1 1

https://www.youtube.com/watch?v=rH_vQxQL60M&list=PLmNPvQroTf-bxmjlFRg0AGjMzzd1y8 kB&index=2



TF IDF
g A e I =
ﬁ 4 4 B
Frequency of a word Frequency of a word
within the document across the documents

TF ( t, d) _ number of times t appears in d IDF (t

total number of words in d

p -

= | Og Total number of documents
Number of documents that contain t

https://betterprogramming.pub/a-friendly-guide-to-nlp-tf-idf-with-python-example-5fcb26286a33

©
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TF-IDF toy example

Review 1: Game of Thrones is an amazing TV series!
Review 2: Game of Thrones is the best TV series!
Review 3: Game of Thrones is so great.

=

TF TF-IDF

Word REV1 REV2 REV3 IDF REV1/REV2REV3
amazing| 1/8 0 0 |In(4/2)+1=1.7 | 0.47 0 0
an 1/8 0 0 [In(4/2)+1=1.7 [ 047 | © 0
best 0 1/8 0 |In(4/2)+1=1.7 0 0.47 0
game 1/8 | 1/8 | 1/6 |m(a/a)+1=1 | 0.28 | 0.28 | 0.32
great 0 0 1/6 |(In(4/2)+1=1.7 0 0 0.54
is 1/8 | 1/8 0 |In(4/4)+1=1 [ 028 | 0.23 | 0.32 |
of 1/8 | 1/8 | 1/6 |In(4/4)+1=1 | 0.28 | 0.28 | 0.32
series 1/8 1/8 0 |In(4/3)+1=1.29| 0.36 | 0.36 0
so 0 0 | 1/6 |n(d/2)+1=1.7 | 0 0 | 0.54
the 0 | 1/)8 | 0 |Im(4/2)+1=1.7| 0 | 047 ]| 0
thrones | 1/8 | 1/8 | 1/6 |m(4/4)+1=1 | 0.28 | 0.28 | 0.32
tv 0 | 1/8 | 0 |In(4/3)+1=1.29] 0.36 | 0.36 | 0

the most present words,
such as “game”, “of”,

“thrones
smallest IDF

terms like “amazing” and
“great” have higher TF-IDF
values

common words, like “so” and
“the”, contribute more too
since they aren’t present in
all the sentences and we
didn’t remove the stop
words to keep the approach
as simple as possible.

Mt dio)),
Z5

, have the
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A Bag of Words Widget

© Bag of Words
Pass the data through a Bag of Words widget and then again Options
to a Data Table.
We get a new column that contains word counts for each
document.

Term Frequency: Count

Document Frequency: IDF

A
v
A
v
A
v

Regularization: (None)

= e Report Commit Automatically
al 77—\ - . 8 7

Corpus Preprocess Text Bagof Words  Data Table

Info

. Title Content {.}
3 instances
1833 features (sparse, density 36.82 %) 1 The Little Match-Seller It was terribl... ~ ah=0.405465, almost=0.81093, along=0.81093, although=1.09861, anyone=1.09861, anything=1.09861, appeared=0.405465, ap...
No target Vf-lriable. 2 The Philosopher's Stone Far away to...  abilities=1.09861, able=0.81093, absent=1.09861, absorbed=1.09861, accompanied=3.29584, according=2.19722, accordingly=1....
2 meta attributes 3 The Ugly Duckling It was lovely ... able=0.405465, absurd=1.09861, advice=1.09861, advise=1.09861, afraid=2.19722, agreeable=0.405465, ah=0.405465, air=2.43...
Variables

Show variable labels (if present)
v Visualize numeric values Data - an d ersen _ta b
v Color by instance classes
Selection

Select full rows



Part 10
Clustering and
Distances

3:30-3:50



Distance and similar documents

fox Z
* One common task in text mining is ¢
finding interesting groups of similar
documents.

* That is, we would like to identify
documents that are similar to each other. .

* We pass the data to Distances, use
Euclidean distance, then to Hierarchical
Clustering.

Corpus  Preprocess Text Bag of Words Distances Hierarchical = Corpus Viewer
Clustering
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Types of Distance

15 15 & 15
“D'\st'A anhattan Dist—@ o
N */Euc\adea Docl (12, 14) N “ Docl (12, 14) Qe
_ 10 Doc2 (5, 11) . 10 Doc2 (5, 11) . 10 Doc2 (5, 11)
8 S 8
5 5 5
Cosine Distance
5 10 15 5 10 15 5 10 15
Mouse Mouse Mouse
: : : The Manhattan distance : : :
The Euclidean Distance is o the Cosine distance is the
the shortest distance = formged angle subtended at the
between two points. 9 origin between the two
by the two points

documents.

https://nickgrattan.wordpress.com/2014/06/10/euclidean-manhattan-and-cosine-distance-measures-in-c/



Jaccard Similarity coefficient or Jaccard Index

 For text, an intuitive approach for measuring similarity would also be the
number of words that two documents share.

Co mm-
|AﬂB| | | 1
J(A,B) — |A + m®| T 1

|AUB|

Jaccard Similarity

* The measure is called Jaccard similarity coefficient or Jaccard index.
* Note that in this case, we are measuring similarity, not distance.

https://datascienceparichay.com/article/jaccard-similarity-python/
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Workflow

* Now, let us go back to our Grimm’s Tales and construct the following workflow:

You can try the same
workflow on a different
corpus, say
bookexcerpt.tab, which
contains excerpts from
adult and children’s books.

Corpus  Preprocess Text Bag of Words Distances Hierarchical Corpus Viewer

' Clustering

Distances

Euclidean
Distances between Manhattan
® Rows ‘\/ Cosine ‘
Columns Jaccard
Distance Metric
Cosine e
Normalized
v
Bhattacharyya

?2 B | 344 [34aaxas



Hierarchical Clustering

* Ward's method /({i\/ﬁ Ward
— Least increase in + 5 N
total variance @ | kﬁ "6 )
(around cluster X3 =
centroids) ﬁ \KS\
* Average linkage A—— —— Average L&Q@ )
— Average distance . ) \K y
between clusters 2 5 ‘4
* Complete linkage @
— Max distance @ O . @ |
between clusters \ j/ Complete

https://python-data-science.readthedocs.io/en/latest/ _images/aggocluster2.png



Hierarchical Clusterin

Hierarchical Clustering

Linkage
Ward
Annotations
(¢ ATU Topic v
@ P . 1.4 1.2 1 0.8 0.6 0.4 0.2 0
L L 1 L L L |
Pruning C1j

O None ‘_‘

Max depth: 7 < c2 I
L |
Selection C3; :
1
Manual l
A —
. s . 0, ~
Height ratio:  76.8% = ca
O TopN: 5 S
Zoom
>
C5 I
I
4(
- - - - - - ]
1.4 1.2 1 0.8 0.6 0.4 0.2

Tales of Magic
Animal Tales
Animal Tales
Animal Tales
Animal Tales
Animal Tales
Animal Tales
Animal Tales
Tales of Magic
Animal Tales
Animal Tales
Animal Tales
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Animal Tales
Animal Tales
Animal Tales
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Animal Tales
Tales of Magic
Animal Tales
Animal Tales
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Tales of Magic
Animal Tales
Tales of Magic
Tales of Magic
Animal Tales

? BB | B asiea
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Why are some Tales of Magic
mixed with Animal Tales?

What do they have in
common?

https://datascience.stackexchange.com/questions/12129/derivation-of-wards-formula-for-agglomerative-clustering
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Part 11
Classification
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predict the ATU type based on the confen the't

 The Aarne-Thompson type (ATU)
* the index of folk-tale motifs

* It is already marked every tale with a high-level (genre) and a mid-level ATU
type (subgenre).

* Could we perhaps predict the ATU type based on the content of the tale?

Ia ﬁua é & Aarne and Thompson were two

folklorists, who invented and
Corpus Preprocess Text Bag of Words Predictions perfe.c,jted.the motif- based _
ra classification system of folk tales. This

system has been in place since 1910

Logistic Regression and is commonly used in comparative
folkloristics. The final U in ATU stands
for Uther, who was the last to update
the index in 2004.



Logistic Regression

p(X) = o + B X.

12 4

10 1

08 1

06 -

04 1

02 1

00

~0.2

25 5.0 75 100 12§ 150 175 200

Linear Regression

https://medium.com/data-science-group-iitr/logistic-regression-simplified-9b4efe801389

©

log (]—p(;i—)x)) = fo+ i X. p(X) = %
10 1 L ® & & & & 6 0
08
06 1
04 -
02
0D1 @ ® & & & & & 0 »
25 50 75 100 125 150 175 200
Logistic Regression
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Prediction

[ NON ) Predictions
Info o . . "
P — Logistic Regression ATU Topic Title Abstract
Ta rg et an ATU type Data: 44 instances. 1 0.00:1.00 - Tales of Magic _ A Tale About... A simple boy...
2 - Predictors: 1 2 0.00:1.00 - Tales of Magic ' Talesof Magic  Brier Rose An offended ...
— Task: Classificati ==
> Feat ure N umeri Cal re p rese ntat 10N 3 1.00:0.00 -» Animal Tales_ ‘Animal Tales  Catand Mou... A mouse live...
4 0.00:1.00 > Tales of Magic |Talesof Magic Cinderella  The familiar ...
Of eac h d ocum ent o 5 0.00:1.00 -> Tales of Magic |Talesof Magic Hanseland.. A poor wood..
Z . . . Pradictad class 6 0.99:0.01 - Animal Tales _ Herr Korbes Ahenanda..
2 M Od el LOg |St| C Reg Fession Predicted probabilities for: 7 %:00:1.00 > Tales of Magic _ Jorinda and ... A witch lures...
= z Z PR 8 0.00:1.00 - Tales of Magic _ Little Red Ri... A girl known ...
* Prediction - a column with Tales of Magic 9 0.00:1.00 Tales of Magic |TalesefMagie| Mother Holle A widow spo..
: == 10 1.00:0.00 -» Animal Tales _ | Animal Tales  Old Sultan A farmer dec...
pred ICted Val U eS from LOg I StIC > 11 0.99:0.01 - Animal Tales _ Pack of Sco... A rooster an...
1 12 0.00:1.00 - Tales of Magic _ Rapunzel The classic s...
Reg Fession S 13 0.00:1.00 - Tales of Magic | Talesof Magic  Rumpelstilts... A miller's da..
e 14 0.00:1.00 - Tales of Magic _ Snow White The classic s...
e e 15 0.00:1.00 - Tales of Magic _ The Blue Light A wounded s...
o] 16 1.00:0.00 = Animal Tales _ The Bremen ... A donkey, a
Output 17 0.98:0.02 - Animal Tales _ The Crumbs ... Aman tells h...
Original data 18 1.00:0.00 - Animal Tales _ The Dog and... A merchantr...
Pradictions 19 0.01:0.99 - Tales of Magic _ The Elves an... A poor shoe...
Probabilities 20 0.00:1.00 - Tales of Magic _ The Fisherm... A fisherman ...
21 0.99:0.01 - Animal Tales _ The Fox and ... The fox is ex...
Report 22 0.98:0.02 -> Animal Tales _ |Animal Tales  The Foxand ... A hungry fox...




Part 12
Predictions with test
data

4:20-4:30
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Data splitting

Train, Test Split Dataset

Serve the same Purpose for K-
Fold,Cross Vﬂlldﬂ‘Oﬂ

- > = t >

Validation Data Testing Data

Training Data

(Tuning Hyper-parameter) (Evaluating Performance)
- > - b=
Testing Data

Training Data (for Fitting) (Eveluating Performance)

Orniginal Available Data

Jesis Saves @ICharisTech

https://blog.jcharistech.com/2020/09/23/how-to-split-dataset-into-training-and-testing-dataset-for-machine-learning/



Predicting on new data

* Predicting on new data works just like for regular data.

D {818

Corpus (Grimm) Preprocess Text Bag of Words

A

Logistic Regression

al
Predictions
Corpus (Andersen) @

Corpus Viewer
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Guess game — guess the tale type '

« Open a new Corpus widget and load the andersen.tab corpus.
 Three tales from H. C. Andersen.

« Connect them to Predictions the same way as before - with Logistic
Regression passing the constructed model and the new Corpus widget
passing the data for prediction.

 Logistic Regression predicted two tales to be Tales of Magic and one the
Animal Tale.

Logistic Regression Title Content

1 0.01:0.99 - Tales of Magic = The Little Match-Seller It was terribly cold and nearly dark on...

2 0.00:1.00 = Tales of Magic The Philosopher's Stone Far away towards the east, in India, w...

3 0.90:0.10 » Animal Tales__ The Ugly Duckling It was lovely summer weather in the c...
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Resources

4:30-5:00



U0 XL O
SUNGSHIN UNIVERSITY

References

* Orange Lecture Notes >
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