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Workshop abstract
Measurements of human speech often show nonlinear patterns. Formant 
trajectories and pitch contours are well-known examples of nonlinear patterns. 
For example, pitch contour typically does not develop linearly over time. F0 
contour over a stretch of sentence can be quite fluctuating or wiggly. Unlike a 
common practice of considering a pre-defined subset of measurements, such 
as maximum or minimum pitch values, GAMM extends the generalized linear 
mixed model with a large array of tools for modeling nonlinear dependencies 
between a response variable and one or more numeric predictors (Wood, 
2015, Sóskuthy, 2017, 2021; Wieling, 2018). 
In this tutorial, the Generalized Additive Mixed Model (GAMM) will be used 
with the help of R and its packages, especially tidyverse (Wickham, 2017), mgcv 
(Wood, 2015), itsadug (van Rij et al., 2015), because the statistical modeling 
implemented as R packages can capture the underlying dynamic patterns as 
well as the effects of random factors. The two packages, mgcv and itsadug, are 
specifically designed for the GAMM modeling and its visualization.



https://r.qcbs.ca/workshop08/book-en/

Source

https://r.qcbs.ca/workshop08/book-en/


• GLM
• Generalized Linear Model

• GAM
• Generalized Additive Model

• GAMM
• Generalized Additive Mixed Model

https://r.qcbs.ca/workshop08/book-en/introduction-to-generalized-additive-mixed-models-gamms.html



I. GLM vs. GAM
• An equation for a Gaussian linear model
• Y = β0 + x1β1 + ε, ε∼N(0,σ2)

• GAM – Generalized Additive Model
• Y = β0 + f(x1) + ε, ε∼N(0,σ2)

• A combination of linear and smooth terms
• Y = β0 + x1β1 + f(x2) + ε, ε∼N(0,σ2)



I. GLM vs. GAM



GLM vs. GAM
• A linear model tries to fit the best straight line that passes 

through the data, so it does not work well for all datasets.
• In contrast, a GAM can capture complex relationships by fitting a 

non-linear smooth function through the data, while controlling 
how wiggly the smooth can get. 



A simple example

x <- seq(0, pi * 2, 0.1)
sin_x <- sin(x)
y <- sin_x + rnorm(n = length(x), mean = 0, sd = sd(sin_x / 2))
sample_data <- data.frame(y, x)

library(ggplot2)
ggplot(sample_data, aes(x, y)) +
geom_point()



Fitting a normal linear model
lm_y <- lm(y ~ x, data = sample_data)

ggplot(sample_data, aes(x, y)) +
geom_point() +
geom_smooth(method = lm)



Is the model fit nicely to the data?

plot(lm_y, which = 1)

summary(lm_y) The residual plot

• The residuals are not evenly spread across values of x, 
and we need to consider a better model.



II. GAM in action



install.packages("ggplot2")
install.packages("mgcv")
install.packages("itsadug")
library(ggplot2)
library(mgcv)
library(itsadug)

Interpreting Time Series, Autocorrelated Data Using GAMMs

Mixed GAM Computation Vehicle with Automatic Smoothness Estimation



GAM
• In GAM, the relationship between the response variable and the 

predictors is:

• Y = α + s(x1) + s(x2)+ ... + ϵ

• Note: the degree of smoothness of s(x), i.e., the optimal shape, is 
determined automatically (using a generalized cross-validation)

Smooth terms



GAM – Data fitting
• Before we consider a GAM, we need to load the package mgcv

df <- read.csv("gam_tutorial.csv")

head(df)
df2 <- subset(df, Gender == 2)

gam_model <- gam(VOT ~ s(F0), data = df2)
summary(gam_model) Smooth terms

Mixed GAM Computation Vehicle with Automatic 
Smoothness Estimation

https://cran.r-project.org/web/packages/mgcv/index.html


GAM - Summary

effective degrees of freedom (EDF)
Essentially, more EDF imply more 
complex, wiggly splines.

When a term has an EDF value that is 
close to 1, it is close to being a linear 
term. Higher values indicate that the 
term’s spline is more wiggly, or in other 
words, highly non-linear.



GAM – Data fitting (Linear & Non-Linear)
df <- read.csv("gam_tutorial.csv")

head(df)

df2 <- subset(df, Gender == 2)

linear_model <- gam(VOT ~ F0, data = df2)

summary(linear_model)

data_plot <- ggplot(data = df2, aes(y = VOT, x = F0)) +  

geom_point() + geom_line(aes(y = fitted(linear_model)), 

colour = "red", linewidth = 1.2) +

theme_bw()

data_plot

gam_model <- gam(VOT ~ s(F0), data = df2)

summary(gam_model)

data_plot <- data_plot + geom_line(aes(y = fitted(gam_model)),

colour = "blue", size = 1.2)

data_plot



Test for linearity using GAM
• How do we test whether the non-linear model offers a significant 

improvement over the linear model?
• Use gam() and AIC() to test whether an assumption of linearity is 

justified. 



III. A closer look at 
GAM



III. A closer look at GAM
• Let’s look at what GAMs are doing behind the scenes.
• A model containing one smooth function of one covariate, xi:

• yi = f(xi) + εi

• We need to make f(xi) as a linear model
• How? - By choosing a basis bi(x)



Example: a polynomial basis
• Suppose that f is believed to be a 4th order polynomial.
• Then a basis for this function would be:



Example: a polynomial basis
• Suppose that f is believed to be a 4th order polynomial.

• The basis functions are 
each multiplied by a 
real valued 
parameter, βi and are 
then summed to give 
the final curve f(x).

• By varying the βi we 
can vary the form 
of f(x) to produce any 
polynomial function of 
order 4 or lower.



Example: a polynomial basis
• Suppose that f is believed to be a 4th order polynomial.
• Then a basis for this function would be:

• so that f(x) becomes:
f(x)=β1+β2 xi + β3 x2i + β4 x3

i + β5 x4
i

• The full model now becomes:

F(xi)



Controlling the degree of smoothing – a “wiggleness” 
penalty
• Fitting the model by minimizing

Least Squares Regression

as λ goes to ∞, the 
model becomes 
linear.



IV. Multiple smooth 
terms



IV. Multiple smooth terms
• How to include both smooth terms and linear terms, multiple 

smoothed terms and smoothed interactions?

• Simulating data by generating with mgcv::gamSim()

# ?gamSim
gam_data <- gamSim(eg = 5)

?gamSim



IV. Multiple smooth terms
head(gam_data)

model the response y using the predictors x0 to x3



(1) One categorical predictor + one smoothed term
• A basic model with one smoothed term (x1) and one categorical 

predictor(X0), which has 4 levels.

basic_model <- gam(y ~ x0 + s(x1), data = gam_data)
basic_summary <- summary(basic_model)

basic_summary$p.table basic_summary$s.table
the significance table for each linear term the significance table for each smoothed term



Note on estimated degree of freedom

• Essentially, a larger edf value implies more complex wiggly splines
• A value close to 1 - a linear term
• A high value (8 or higher) – highly non-linear

the estimated degrees of freedom



(2) Adding a linear term – x0 + s(x1) + x2
• Add a second term, x2, as a linear relationship with y
two_term_model <- gam(y ~ x0 + s(x1) + x2, data = gam_data)
two_term_summary <- summary(two_term_model)
two_term_summary$p.table

two_term_summary$s.table

Linear relationship



(3) Multiple smoothed term – x0 + s(x1) + s(x2)
two_smooth_model <- gam(y ~ x0 + s(x1) + s(x2), data = 
gam_data)
two_smooth_summary <- summary(two_smooth_model)
two_smooth_summary$p.table

two_smooth_summary$s.table



Comparison of models – AIC()
• Perform an ANOVA to test if the smoothed term is necessary

AIC(basic_model, two_term_model, two_smooth_model)

The best fit model is the model with both smooth terms for x1 and x2.



V. GAM with 
interaction terms



V. GAM with interaction terms 
• There are two ways to include interactions between variables:
• For two smoothed variables: s(x1, x2)
• For one smoothed variable and one linear variable (either factor 

or continuous): use the by argument s(x1, by = x2)



Interaction (1): smoothed and factor variables
df$Gender <- as.factor(df$Gender)

factor_interact <- gam(VOT ~ Gender +

s(F0, by=Gender) +

s(VDUR),

data = df2, method = "REML")

summary(factor_interact)$s.table



Interaction (1): smoothed and factor variables
• We can also visualize our model in 3D using vis.gam()
vis.gam(factor_interact, theta=120, n.grid=50, lwd=.4)

VOT?



Interaction (2): two smoothed variables
• The interaction between two smoothed terms

smooth_interact <- gam(VOT ~ Gender + s(F0, VDUR),  data = df, method = 
"REML")
summary(smooth_interact)$s.table

Smooth term



Visualization - two smoothed variables
vis.gam(smooth_interact, view = c("F0", "VDUR"), theta = 50, n.grid = 50, 
lwd = .4)



Two smooth model vs. smooth interact



III. Quick Intro. to GAMM



GAMM
• Generalized additive mixed effect models (GAMMs)

• a type of statistical model that combines the flexibility of 
generalized additive models (GAMs) with the ability to account 
for random effects in mixed-effect models.

random effectsthe response 
variable for the ith
observation

the values of the p predictor variables for that 
observation

the relationships between each predictor variable and the response variable.

a matrix that specifies the 
random effects design for the ith
observation

a vector of random 
effects coefficients



Dealing with non-independence
• When observations are not independent, GAMs can be used to 

incorporate random effects that model independence between 
observations at the same site. 

• Random effects that model independence among 
observations from the same site. 

• bs specifies the type of underlying base function
• bs = “re” for random intercepts and linear random slopes
• bs = ”fs” for random smooths 

A correlation structure to model autocorrelation residuals will not be discussed.

Smoothing term or smoothing functions



Random effects

• Random intercepts
• Adjust the height of other terms with a constant value
• s(fac, bs=“re”)

• Random slopes
• Adjust the slope of the trend of a numeric predictor
• s(fac, x0, bs=“re”)

• Random smooths
• Adjust the trend of a numeric predictor in a nonlinear way
• s(fac, x0, bs=“fs”, m=1)
• The argument m=1 sets a heavier penalty for the smooth 

moving away from 0, causing shrinkage to the mean.

Fac à factor coding for the random effect
x0 à continuous fixed effect



IV. GAMM in action



library(mgcv)

gam_data2 <- gamSim(eg=6)
?gamSim

gam_data2



summary(gam_data2)



GAMM with a random intercept
gamm_intercept <- gam(y ~ s(x0) + s(fac, bs = "re"), data = gam_data2, method = "REML")



GAMM with a random slope
gamm_slope <- gam(y ~ s(x0) + s(x0, fac, bs = "re"), data = gam_data2, method = "REML")



GAMM with a random intercept and slope
gamm_int_slope <- gam(y ~ s(x0) + s(fac, bs = "re") + s(fac, x0, bs = "re"), data = gam_data2, 

method = "REML") random intercept random slope



GAMM with a random smooth
gamm_smooth <- gam(y ~ s(x0) + s(x0, fac, bs = "fs", m = 1),

data = gam_data2, method = "REML") random smooth



GAMM model comparison
AIC(gamm_intercept, gamm_slope, gamm_int_slope, gamm_smooth)

Which is the best model among these?

à A GAMM with a random effect on the intercept



Visualization: GAMM with a random intercept
par(mfrow = c(1, 2), cex = 1.1)
# Plot the summed effect of x0 (without random effects)
plot_smooth(gamm_intercept, view = "x0", rm.ranef = TRUE, main = "intercept + s(x0)")

# Plot each level of the random effect
plot_smooth(gamm_intercept, view = "x0", rm.ranef = FALSE, cond = list(fac = "1"), main = "... + s(fac)", col = "orange", ylim =
c(0, 25))
plot_smooth(gamm_intercept, view = "x0", rm.ranef = FALSE, cond = list(fac = "2"), add = TRUE, col = "red")
plot_smooth(gamm_intercept, view = "x0", rm.ranef = FALSE, cond = list(fac = "3"), add = TRUE, col = "purple")
plot_smooth(gamm_intercept, view = "x0", rm.ranef = FALSE, cond = list(fac = "4"), add = TRUE, col = "turquoise")
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Resources
• https://environmentalcomputing.net/statistics/gams/
• https://fromthebottomoftheheap.net/blog/
• https://www.youtube.com/watch?v=q4_t8jXcQgc
• https://noamross.github.io/gams-in-r-course/
• http://edinbr.org/edinbr/2017/10/10/october-meeting.html
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